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ABSTRACT
This article will review the history of Artificial Intelligence (AI) and its transformative capacity on the world. 
Although its birth dates back to the mid-20th century, it is now that the factors have converged to make AI 
the key ingredient of the so-called Fourth Industrial Revolution: a significant increase in computer computing 
capabilities and the emergence of the Big Data phenomenon. In recent years, we have witnessed the most 
spectacular advances in AI, with notable applications in fields such as medicine, finance, industry, and law. 
However, AI still faces many challenges, and it is expected that the coming years will bring even more impressive 
developments. One of the major challenges is to ensure that AI is ethical and reliable. There are increasingly 
more intelligent systems that make decisions that impact our lives, so it is of utmost importance to ensure 
that these systems are robust, transparent, and fair. Furthermore, due to the trend of using increasingly larger 
and complex computational models, there is a growing concern about the energy resources consumed by AI 
algorithms. Therefore, another challenge for AI is to achieve increasingly sustainable and inclusive models. 
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RESUMEN
Este artículo repasará la historia de la Inteligencia Artificial (IA) y su capacidad transformadora en el mundo. 
Aunque su nacimiento se remonta a mediados del siglo XX, es ahora cuando han confluido los factores que 
han hecho de la IA el ingrediente clave de la llamada Cuarta Revolución Industrial: un aumento significativo 
de las capacidades de computación de los ordenadores y la aparición del fenómeno Big Data. En los últimos 
años, hemos sido testigos de los avances más espectaculares en IA, con notables aplicaciones en campos como 
la medicina, las finanzas, la industria y el derecho. Sin embargo, la IA aún se enfrenta a muchos retos, y se 
espera que los próximos años traigan consigo avances aún más impresionantes. Uno de los principales retos es 
garantizar que la IA sea ética y fiable. Cada vez hay más sistemas inteligentes que toman decisiones que afectan 
a nuestras vidas, por lo que es de suma importancia garantizar que estos sistemas sean sólidos, transparentes 
y justos. Además, debido a la tendencia a utilizar modelos computacionales cada vez más grandes y complejos, 
existe una creciente preocupación por los recursos energéticos que consumen los algoritmos de IA. Por lo 
tanto, otro reto para la IA es conseguir modelos cada vez más sostenibles e inclusivos.
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INTRODUCTION

In this paper, we will review the history of Artificial 
Intelligence, an academic discipline which has more 
than half a century of history, but that nowadays has 

achieved its highest accomplishments. First, we will 
analyze the concept. According to the Royal Spani-
sh Academy1, the term “Artificial Intelligence” (AI) is 
defined as that scientific discipline that deals with 

1	  https://dle.rae.es/inteligencia
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creating computer programs that perform opera-
tions comparable to those performed by the human 
mind, such as learning or logical reasoning. AI en-
compasses many sub-areas of work, such as robo-
tics, natural language processing, automatic reaso-
ning, machine learning, machine vision, intelligent 
agent-based modeling, Big Data , etc. On the other 
hand, it is also a cross-discipline as it affects many 
fields of application such as healthcare, education, 
law, environment or industry, among others. And fi-
nally, AI is an increasingly broad and interdisciplinary 
field, as it has unquestionable implications in many 
aspects of society.

At regular intervals since the 1950s, experts predicted 
that it would take a few years for intelligent systems 
to exhibit behavior indistinguishable from humans in 
all respects and to have cognitive emotional and social 
intelligence. Only time will tell whether this will be 
the case. But to better understand what is feasible, 
we will look at AI from two angles: the road already 
traveled and the road still ahead. In this article, we 
will start by looking at AI’s past to see how far it has 
evolved, as well as the social and economic change it 
has brought to our present. And finally, we will look at 
the challenges that AI poses for the future.

ORIGIN AND HISTORY OF ARTIFICIAL 
INTELLIGENCE

None of the advances achieved by AI were instan-
taneous, but all of them required considerable prior 
research and reflection, as well as reaching a certain 
maturity in their application. AI is no exception; it is 
not as recent a discipline as its current prominence 
might suggest.  Thus, throughout this section we will 
analyze the history of AI from its birth to the present 
day, going through the so-called four seasons of AI 
(Haenlein & Kaplan, 2019).

1.	 AI Spring: the birth of AI

Although it is difficult to specify, perhaps the most 
remote historical antecedents of Artificial Intelligen-
ce are to be found in ancient Greece (Moret et al, 
2005). Specifically, Archimedes, Demetrius of Pha-
lerum, Archytas of Tarentum and Herron of Alexan-
dria were the forerunners of the discipline now 
known as Automatics. However, the real history of 
AI begins with Babbage’s desire for his Analytical En-
gine to think, learn and create. Ada Lovelace, Bab-
bage’s collaborator, was surely the first programmer. 
She wrote programs for the unfinished Analytical En-
gine and even speculated about the possibility of the 
machine playing chess and composing music.

More recently, the roots of AI probably go back to the 
1940s, specifically to 1942, when American science 
fiction writer Isaac Asimov published his story “Ru-
naround”. The story’s plot revolves around the Three 
Laws of Robotics: (1) a robot shall neither harm a hu-
man being nor, by inaction, allow a human being to be 
harmed; (2) a robot must carry out orders given by hu-
mans, except for those that conflict with the first law; 
and (3) a robot must protect its own existence to the 
extent that this protection does not conflict with the 
first or second law. Asimov’s work inspired genera-
tions of scientists in the field of robotics, AI and com-
puter science, including American cognitive scientist 
Marvin Minsky, who later co-founded the MIT AI lab.

At about the same time, but in the United Kingdom, 
the mathematician Alan Turing was working on much 
less fictitious subjects and developed a machine ca-
lled “Bombe” for the British government, with the 
purpose of deciphering the Enigma code used by the 
German army in World War II and thus being able to 
locate them, thus anticipating their strategy. The way 
in which “Bombe” was able to decipher the Enigma 
code, a task hitherto impossible even for the best 
mathematicians, made Turing wonder about the in-
telligence of such machines. In 1950, he published 
the article “Computing Machinery and Intelligence” 
(Turing, 1950), in which he described how to create 
intelligent machines and, in particular, how to test 
their intelligence. This Turing test, as illustrated in 
Figure 1, is still considered today as a benchmark for 
identifying the intelligence of an artificial system: if 
a human person has a conversation with a machine 
and another person, but fails to distinguish which 
of the two conversationalists is actually a machine, 
then the machine is said to be intelligent. 

However, the first work on AI is credited to (Mc-
Culloch & Pitts, 1943). They rely on three sources: 
information about the basic physiology and function 
of neurons in the brain, the formal analysis of propo-
sitional logic by Russell and Whitehead, and Turing’s 
theory of computation. For example, they show that 
any computational function can be computed using 
some network of interconnected neurons and that 
all logical connectors can be implemented using a 
simple network structure.

The term Artificial Intelligence was officially coined 
in 1956, when Marvin Minsky and John McCarthy 
(Stanford computer scientist) organized the Dart-
mouth Summer Research Project on Artificial Intelli-
gence2, lasting approximately two months. This proj-
ect, marking the beginning of the AI Spring, brought 
together those who would later be considered the 
founders of AI. Participants included computer sci-
entist Nathaniel Rochester, who would later design 

2	  http://raysolomonoff.com/dartmouth/
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the IBM 701, the first commercial scientific com-
puter, and mathematician Claude Shannon, who 
founded the field of Information Theory. The goal 
of the project was to bring together researchers 
from diverse areas to create a new field of research, 
aimed at building machines that use language, form 
abstractions and concepts, solve types of problems 
now reserved for humans, and improve themselves. 
To do this, they relied on the conjecture that ev-
ery aspect of learning or any other feature of intel-
ligence can, in principle, be described so precisely 
that a machine can be created to simulate it (Russell 
& Norvig, 2010).

However, the first work on AI is credited to (Mc-
Culloch & Pitts, 1943). They rely on three sources: 
information about the basic physiology and function 
of neurons in the brain, the formal analysis of propo-
sitional logic by Russell and Whitehead, and Turing’s 
theory of computation. For example, they show that 
any computational function can be computed using 
some network of interconnected neurons and that 
all logical connectors can be implemented using a 
simple network structure.

The term Artificial Intelligence was officially coined 
in 1956, when Marvin Minsky and John McCarthy 
(Stanford computer scientist) organized the Dart-
mouth Summer Research Project on Artificial Inte-
lligence3, lasting approximately two months. This 
project, marking the beginning of the AI Spring, 
brought together those who would later be consi-
dered the founders of AI. Participants included com-
puter scientist Nathaniel Rochester, who would later 
design the IBM 701, the first commercial scientific 
computer, and mathematician Claude Shannon, who 
founded the field of Information Theory. The goal of 
the project was to bring together researchers from 
diverse areas to create a new field of research, ai-
med at building machines that use language, form 
abstractions and concepts, solve types of problems 
now reserved for humans, and improve themselves. 
To do this, they relied on the conjecture that every 
aspect of learning or any other feature of intelligen-
ce can, in principle, be described so precisely that 
a machine can be created to simulate it (Russell & 
Norvig, 2010).

3	  http://raysolomonoff.com/dartmouth/

Figure 1. The stan-
dard interpretation 
of the Turing test, in 
which player C, the 
interrogator, is given 
the task of trying to 
determine which pla-
yer (A or B) is a com-
puter and which is a 
human. 
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However, as often happens, there was no consensus 
and two main groups emerged: those who thought 
that symbolic representation was mainly based on 
logic (i.e., syntax and predicate calculus), and those 
who thought it was mainly based on semantics. The 
former opted for elegant, clear and probably correct 
solutions, while the latter thought that the intelli-
gence is too complicated, probably computationally 
intractable, and therefore cannot be solved with the 
kind of homogeneous system that clear requirements 
demand.

2.	 AI summer and winter: The ups and downs of AI

The Dartmouth Project was followed by a period of 
nearly two decades that saw significant successes in 
the field of AI. An early example is the famous ELI-
ZA computer program, created between 1964 and 
1966 by Joseph Weizenbaum at MIT. ELIZA was a 
natural language processing tool capable of simula-
ting a conversation with a human. Another early AI 
success was the “General Problem Solver” program, 
developed by Nobel laureate and RAND Corporation 
scientists Cliff Shaw and Allen Newell, which was ca-
pable of automatically solving certain types of simple 
problems, such as the Towers of Hanoi. As a result of 
these achievements, funds were poured into AI re-
search, leading to more and more projects. In 1970, 
Marvin Minsky gave an interview in which he stated 
that within three to eight years, a machine with the 
general intelligence of an average human being could 
be developed. 

However, this was not the case. Only three years 
later, in 1973, the U.S. Congress began to strongly 
criticize the high spending on AI research. That same 
year, the British Council for Scientific Research asked 
Professor James Lighthill to assess the state of AI 
research in the UK. His report, which criticized the 
failure of AI to achieve its “grandiose goals,” ended 
support for AI research in virtually all British uni-
versities; a response that was soon followed by the 
U.S. government. It was during this period that the 
AI winter began. And although the Japanese govern-
ment began to heavily fund AI research in the 1980s, 
to which the U.S. DARPA responded with increased 
funding as well, no further progress was made in the 
following years.

3.	 The autumn of AI: the harvest

One of the reasons for the lack of initial progress 
in the field of AI and the fact that reality fell back 
sharply relative to expectations lies mainly in the 
specific way in which early systems, such as ELIZA 
or the “General Problem Solver”, attempted to rep-
licate human intelligence. Specifically, they were all 

expert systems, i.e., collections of rules that assume 
that human intelligence can be formalized and re-
constructed in a top-down approach as a series of 
“if-then” statements. Expert systems can perform 
impressively well in areas that lend themselves to 
such formalization. For example, IBM’s Deep Blue 
chess program, which in 1997 was able to defeat the 
then world champion Garri Kasparov, is such an ex-
pert system. Deep Blue is said to have been able to 
process 200 million possible moves per second and 
to determine the optimal next move by analyzing 20 
moves ahead by using a method called tree search 
(Campbell et al, 2002).

However, expert systems do not perform well in 
areas that do not conform to this formalization. For 
example, an expert system cannot be easily trained 
to recognize faces or even to distinguish an image 
showing a cupcake from one showing a chihuahua. 
To perform these tasks requires a system capable of 
correctly interpreting external data, learning from 
that data and using those learnings to achieve goals 
through flexible adaptation. Statistical methods to 
achieve more powerful AI had been discussed as 
early as the 1940s, when Canadian psychologist 
Donald Hebb developed a learning theory known as 
Hebbian Learning, which replicates the process of 
neurons in the human brain. This led to the crea-
tion of research on artificial neural networks, most 
notably the Perceptron, developed by psychologist 
Frank Rosenblatt in 1958. However, this work sta-
lled in 1969 when Marvin Minsky and Seymour Pa-
pert showed that computers did not have sufficient 
processing power to do the work required by these 
artificial neurons.

Artificial neural networks made a comeback when 
in 2015 AlphaGo, a program developed by Google 
DeepMind, was able to beat the world champion in 
the board game Go. Go is substantially more com-
plex than chess (for example, there are 20 possible 
moves in the opening in chess, compared to 361 in 
Go) and, for a long time, it was believed that com-
puters would never be able to beat humans at this 
game. Another milestone in the history of AI proved 
wrong one of James Lighthill ’s assertions that ma-
chines would only reach the level of an “experien-
ced amateur” at board games.

This harvest of the fruits of past improvements and 
advances seen in recent years constitutes the au-
tumn period of AI, where we find ourselves today, 
thanks mostly to techniques such as machine lear-
ning. Machine learning  is often confused with arti-
ficial intelligence, but it is only one part of it. It in-
volves processes in which the machines themselves 
create their own rules (algorithms) and predictions 
based on data provided by humans. An example is 
the qualitative leap made by translation engines 
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such as Google Translate or DeepL. From transla-
ting based on syntactic rules, they started to do so 
based on millions of examples of real translations.

Deep learning  is a  subdomain or type of machine 
learning. Its power is based on what are known as 
neural networks, i.e. layers and layers of informa-
tion processing. Unlike machine learning, here it is 
the systems, with little supervision, that are capable 
of learning to improve themselves as they gain ex-
perience. Much of the most recent innovation in AI 
is linked to this form of learning and the advent of 
Big Data.

THE PRESENT: ARTIFICIAL INTELLIGENCE 
AND ITS WORLD-TRANSFORMING CAPACITY

Modern economic history intersperses periods of in-
cremental improvement with others in which certain 
discoveries and developments have fundamentally 
changed the way we relate to each other and orga-
nize ourselves as a society. In the midst of the 21st 
century, AI seems to be joining advances that were 
once considered revolutionary, such as navigation, 
steam engines or electricity.

This field of computing is going through its most glo-
rious era today, not by accident, but by a combina-
tion of several factors:

•	 The availability of increasingly large data sets. 
Due to the gradual and intense digitization pro-
cess underway, almost every human experience 
is being digitized, from travel to medical care. 
Not only human activity, we also have an increa-
sing number of sensors recording data from na-
tural processes that allow us to understand the 
behavior and evolution of our environment.

•	 The required computational capacity. Advances 
in high-performance computing technologies, 
the cheapening of cloud computing, and the 
availabil ity of new parallel and distributed com-
puting platforms enable fast and cost-effective 
processing of large amounts of heterogeneous 
data.

•	 The unprecedented social and technological 
change in which we find ourselves. In an increa-
singly interconnected world where people in-
teract with our mobile devices, connectivity is 
critical. This connectivity creates both market 
opportunities and social adaptation challenges.

Progress has also been made on the software side. 
New types of databases allow us to store and pro-

cess structured and unstructured data beyond classi-
cal scientific data. At the same time, the emergence 
of new theoretical developments (mainly mathemat-
ical) has been disruptive, such as those obtained in 
the fields of deep learning, reinforcement learning or 
natural language processing that have yielded highly 
accurate results, positioning AI as a successful and 
transformative mature technology.

Currently, what we have is specific AI. Specific (or 
weak) AI is understood as a system oriented to sol-
ve specific and delimited problems, something that 
machines learn to do through repetitive patterns and 
trends thanks to algorithms programmed by humans. 
An example would be a virtual assistant that, althou-
gh it is capable of “holding” a conversation, does not 
fail to respond to specific commands with the re-
sults of a search on the Internet or among its databa-
ses. But it does not have a general intelligence, like 
that of humans, capable of addressing decisions in 
a proactive, deductive and self-aware manner. This 
type of AI exists only in the realm of science fiction. 
It is the notion of AI shown by the film industry in 
productions such as A Space Odyssey (1969), Blade 
Runner (1982), Matrix (1999), Eva (2011), Her (2014) 
or Ex Machina (2015).

Still, there are many domains in which AI outperfor-
ms human intelligence, such as in specific areas of 
medicine, finding solutions to logical formulas with 
many variables, recommender systems, etc. Robots, 
autonomous vehicles, personal assistants or automa-
tic translators are all successes of specific AI.

One of the most recent advances has been the 
launch of ChatGPT. ChatGPT is a chat system based 
on the Artificial Intelligence language model GPT-3 
(later upgraded to GPT-4), developed by OpenAI. It is 
a model with over 175 million parameters (1 billion in 
the case of GPT-4), trained on large amounts of text 
to perform language-related tasks, from translation 
to text generation. It is capable of providing very ac-
curate and comprehensive responses, even spanning 
multiple paragraphs. Moreover, in these responses, 
it is able to express itself naturally and with highly 
precise information.

Today, technological maturity has pushed AI out of 
the realm of research and into everyday life and the 
business world, where the following applications 
stand out:

•	 Personalization and segmentation tools. One of 
the most widespread uses of AI is the analysis 
of large volumes of data in order to extract pa-
tterns of human behavior that make it possible 
to segment the product or service offerings 
of a given company, for example. Consumers, 
when interacting online, generate data that 
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can be collected, classified and used. Given 
that, as mentioned above, the number and vo-
lume of data sets is growing all the time, the 
assistance of AI systems is becoming indispen-
sable. In fact, AI-based computing techniques 
are expected to become an important factor 
in decision making. AI systems not only enable 
the analysis of behavioral patterns and thus the 
design of user profiles, but can also be used 
to suggest personalized advertising campaigns 
and create satisfying consumer experiences for 
customers.

•	 Virtual assistants. The main function of virtual 
assistants, which are already a member of our 
homes, is to help users resolve their doubts 
and perform certain actions, such as purchasing 
products or consulting information of any kind. 
Today, this is possible thanks to the advances 
that have taken place in recent years related to 
machine learning and natural language proces-
sing. Natural language processing is a branch 
of AI that makes it possible to understand the 
meaning of sentences uttered by a user. This 
has some limitations mainly due to the inherent 
ambiguity of human language.

•	 Robotics. Robotics is the science or branch of 
technology that studies the design and cons-
truction of machines, also known as robots, ca-
pable of performing tasks performed by humans 
or that require the use of intelligence. These 
robots operate in the real world, either virtually, 
such as a web chatbot for  example, or physica-
lly, such as a machine that can be touched. De-
pending on what they are designed to do, physi-
cal robots can move, understand messages and 
communicate, or manipulate objects precisely, 
to give a few examples. All these tasks make 
robotics one of the most complex branches of 
AI, as it involves interaction with other bran-
ches and disciplines. A physical robot needs to 
recognize objects (machine vision), understand 
meanings (natural language processing) and 
make decisions while communicating effectively 
(automatic speech recognition). Moreover, for 
all this to be possible, the intervention of other 
branches, such as mechanics, engineering or 
electronics, is required.

•	 Autonomous vehicles. The arrival of these vehi-
cles will bring about a revolutionary transforma-
tion not only in mobility, but also in legislation, 
in the appearance of cities and even in the con-
cept of ownership. Autonomous vehicles will be 
a reality in the short term for the transport of 
goods, but perhaps also in the medium term for 
our journeys. According to a study by Tony Seba 
(Seba, 2014), an economist at Stanford Univer-

sity, autonomous vehicles will be used ten times 
more than owned cars, which spend less than 
4% of their useful life in operation. As a result, 
by 2030, travel in electric and autonomous ve-
hicles will be four to ten times cheaper than 
owning a new vehicle. To achieve autonomous 
driving, driverless cars must be equipped with 
a large number of cameras, sensors, radars and 
GPS, which generate a large amount of infor-
mation and, channeled by an intelligent system, 
allow the vehicle itself to “make decisions” on 
its own.

•	 The Internet of Things. The Internet of Things 
(IoT) refers to the entire network of physical ob-
jects (vehicles, machines, household applianc-
es, etc.) that are connected and exchange data 
via the Internet through sensors. In theory, the 
goal of IoT is to have most objects permanent-
ly connected to the Internet to improve their 
functionality, including those beyond specific 
uses. Most AI systems have the ability to col-
lect data about their users and their respective 
environments. There are many examples of IoT 
devices equipped with sensors: smart watches 
that monitor the health of their users, refriger-
ators that monitor food consumption, cars that 
collect data on how their owners drive, and so 
on. All these devices generate a lot of data, and 
if there is one technology that can take advan-
tage of it, it is AI.

But the expansion of this successful AI does not 
end here; new areas of AI application are conti-
nuously emerging. Sectors such as healthcare and 
education wil l change dramatically through the use 
of AI. Possibil it ies are opening up for the develo-
pment of new drugs and more personalized treat-
ments, as well as the identification of genetic fac-
tors susceptible to developing a disease thanks to 
data collection. In the field of education, it would 
allow more personalized attention to students in 
order to optimize learning. AI is also being studied 
to help sectors of the population and geographic 
areas at risk of exclusion or depressed areas. The 
incorporation of healthcare personnel or virtual 
educators could bring quality services, at low cost, 
to places where they had not previously penetrated, 
making it possible to recover our welfare society in 
an economically viable way.

Thanks also to AI, other sectors such as banking can 
create end products that bring value to both the en-
tity and the customers themselves, allowing them to 
extract relevant data from Big Data , search for pat-
terns that contribute to more personalized offers or 
detect bank fraud processes. In industry, robotics 
and the implementation of AI-based systems conti-
nue what other automation technologies have alre-
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ady done in the past. However, these systems are 
not limited to replacing tasks that require human 
power; today, AI-driven technologies can retrieve 
information, coordinate logistics, manage invento-
ries or provide certain services.

The objective of AI applied to law is to complement 
the activity of legal professionals. For example, pro-
viding all the documentation and jurisprudence re-
lated to the case to the tool so that it can process 
all the information and provide legal support. The 
ultimate goal is to achieve faster and more efficient 
law enforcement, in addition to providing legal pro-
fessionals with the necessary tools to free themsel-
ves from more mechanical tasks to focus on more 
specialized work.

Even the environment could benefit from AI, with 
fleets of drones capable of planting a billion trees a 
year to combat deforestation, unmanned underwa-
ter vehicles to detect pipeline leaks, or smart build-
ings designed to reduce energy consumption.

THE FUTURE OF ARTIFICIAL INTELLIGENCE: 
CHALLENGES AND OPPORTUNITIES

With the advent of Big Data , we have witnessed an 
overwhelming increase in the volume of data, along 
with other aspects such as variety, variability, vera-
city, etc. Initially, this situation made some classical 
machine learning algorithms unusable, so it soon 
became essential to make the algorithms scalable, 
viable, practical and able to adequately deal with 
Big Data problems.

Interest in data science and artificial intell igence 
wil l continue to increase in the future, as we wil l 
be working in more and more areas (e.g., law, fi-
nance, marketing) or unexpected topics such as the 
fight against COVID-19, which require ever grea-
ter interdisciplinary skil ls. From a more technical 
point of view, although less infrastructure work is 
to be expected as the market is settled, faster and 
more powerful solutions wil l be needed, so there 
is sti l l  room for improvement. Other challenges to 
be addressed due to the increasing volume of data 
will be the need for preprocessing to obtain quality 
data, visualization to explain the conclusions rea-
ched and privacy in the handling of the data within 
our algorithms.

From a regulatory point of view, the entry into 
force in the European Union of the General Data 
Protection Regulation (GDPR) on May 24, 2016 
and appl icable since May 25, 2018, definitely in-
troduced a new scenario, establ ishing the lawful 

processing and use of data through a framework 
of principles and a set of r ights aiming at a trans-
parent,  accurate and fair Artif ic ial  Intel l igence to 
prevent discrimination based on race, health, sex, 
etc.  The GDPR wil l  certainly not be the only one. 
Str icter data privacy legislat ions with extraterrito-
rial  appl icabi l i ty are appearing in more and more 
economies around the world, such as the US, Aus-
tral ia ,  or Canada4,  where sector-specif ic data pro-
tection and privacy regulations apply. The expan-
sion of data protection legislat ion puts pressure 
on the f ield,  with the need for ethical and legal 
standards that ensure privacy, lawful use of data, 
transparency in decisions, etc. ,  to be constantly 
updated.

In Apri l  2021, the European Commission pub-
l ished a Communication to announce the Euro-
pean approach to Artif ic ial  Intel l igence5,  clearly 
defining the two sides, opportunit ies and r isks, 
of AI ,  with rel iabi l i ty being the combination of al l 
of them. Another European init iat ive focused on 
AI was the creation of the Artif ic ial  Intel l igence 
High Level Expert Group (AI HLEG)6,  composed 
of representatives from academia, civi l  society 
and industry. Its objective is to support the im-
plementation of the European strategy on AI,  in-
cluding the elaboration of recommendations on 
the future development of AI-related pol icies and 
on ethical ,  legal and societal  issues related to AI 
( including socio-economic chal lenges) .  During the 
f irst year of its mandate, AI HLEG worked on two 
main del iverables: “Ethical Guidel ines for Trusted 
AI”7,  which proposes a human-centered approach 
and l ists seven key requirements that AI systems 
must meet to be trusted, and “Pol icy and Invest-
ment Recommendations for Trusted AI”8,  which 
presents 33 recommendations to guide trusted AI 
towards sustainabi l i ty,  growth, competit iveness 
and inclusion, while at the same time, the rec-
ommendations wil l  empower, benefit and protect 
European citizens.

4	 https://insights.comforte.com/countries-with-
gdpr-like-data-privacy-laws

5	 https: / /digi tal -strategy.ec.europa.eu/en/ l i -
brary/communication-fostering-european-approach-ar-
tificial-intelligence

6	 https://ec.europa.eu/digital-single-market/en/
high-level-expert-group-artificial-intelligence

7	 https: / /digi tal -strategy.ec.europa.eu/en/ l i -
brary/ethics-guidelines-trustworthy-ai

8	 https: / /digi tal -strategy.ec.europa.eu/en/ l i -
brary/policy-and-investment-recommendations-trust-
worthy-artificial-intelligence
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The European Union (EU) is currently deliberating 
on a fresh legal framework intended to enhance re-
gulations pertaining to the advancement and utiliza-
tion of artificial intelligence. Known as the Artificial 
Intelligence (AI) Act9, the proposed legislation pri-
marily concentrates on fortifying regulations concer-
ning data quality, transparency, human supervision, 
and accountability. It also seeks to tackle ethical 
concerns and implementation hurdles across a broad 
spectrum of sectors, including healthcare, education, 
finance, and energy.

The foundation of the AI Act resides in a classifica-
tion system designed to ascertain the potential risk 
an AI technology may pose to an individual’s health 
and safety, as well as their fundamental rights. This 
framework encompasses four distinct tiers of risk: 
unacceptable, high, limited, and minimal.

In the following, we will outline some challenges for 
trustworthy artificial intelligence.

1.	 Robustness

One of the requirements for reliable AI is to verify 
the robustness of the developed algorithms. Society 
demands new algorithms that are safe, reliable and 
also robust to cope with errors or attacks. A robust 
model is a combination of many aspects, from accu-
rate classification or prediction to efficient optimiza-
tion techniques. 

Adversarial learning is a branch of AI that has gai-
ned importance in recent years. Its goal is to try to 
prevent possible attacks, or the introduction of false 
data that could fool a machine, but not a person. 
There are famous cases in which minimal noise is ad-
ded to an image, imperceptible to the human eye. 
However, this noise is enough for the AI algorithm 
to believe that it is a different image. In some cases, 
the deception is as impressive as the case of a 3D 
print of a turtle that Google’s artificial intelligence 
incorrectly classified as a rifle10.

Another important property for achieving robustness 
is that the accuracy of the results can be confirmed 
and reproduced by independent evaluation, resulting 
in the study of the stability of the methods. It must 
be ensured that the result of an algorithm is con-
sistent with the output and is not sensitive to small 
variations in the training data.

9	  https://artificialintelligenceact.eu

10	 https://www.theverge.com/2017/11/2/16597276/
g o o g l e - a i - i m a g e - a t t a c k s - a d v e r s a r i a l - t u r t l e - r i -
fle-3d-printed

2.	 Transparency, explainability and interpretability

Transparency of AI systems is one of the principles of 
responsible AI (Dignum, 2017). Dormant terms, such 
as Explainable Artificial Intelligence (XAI), resurfaced 
in Google search trends and in the literature. The 
definition of XAI has not yet reached a consensus 
(Arrieta et al, 2020), although authors agree on as-
pects such as: explainable models, allowing human 
users to understand properly and trust. Thanks to 
this new XAI, we were able to implement a right to 
explanation, which is one of the pillars of the Ethical 
Guidelines for Trusted AI of the European AI expert 
group and is closely related to the principles and ri-
ghts of the European RGPD law.

Like XAI, transparency does not have a consensus 
definition, and the concept is even a bit ambiguous, 
giving rise to different types of transparency (We-
ller, 2019), which obeys different motivations. That 
is, whether transparency is from the developer’s pers-
pective (to understand what works correctly and why), 
from the user’s perspective (to understand what the 
system is doing and why), or whether it is to facilita-
te the monitoring and testing of security standards. 
Understanding the purpose for which it is necessary 
to develop more transparent systems is important, as 
different types of transparency require different types 
of explainability, with all that implies, such as different 
measures of effectiveness. It is important to note that, 
from the user’s perspective, an intelligent system can 
be transparent even if not all parts included in the ar-
chitecture are, which opens the door to complex but 
transparent models (Chen et al, 2018).

In the scientific literature to address explainability 
one can find some work related to the relationship 
between model complexity and its interpretability 
and explainability (Bai et al, 2021), work related to 
the fact that interpretability implies understanding, 
i.e. of global behavior or local behavior (Ribeiro et al, 
2018), work related to the applicability of interpre-
tability techniques to different types of algorithms. 
In the latter type of work, the literature identifies 
several techniques, and one of them is influence me-
thods, which include feature selection methods (Gu-
yon et al, 2008). Feature selection is crucial for a co-
rrect interpretability of the data, as it indicates which 
features are relevant for a given task and which are 
irrelevant and/or redundant.

Another aspect with different approaches in the lit-
erature is the evaluation of explanations. One of the 
two possible ways of evaluating an explanation, men-
tioned in the literature, is interpretability (Gilpin et 
al, 2018). Interpretability aims at producing descrip-
tions simple enough to be understood by a human 
being (Vassiliades et al, 2021). Typical approaches 
to interpretability refer to: creating explanations for 
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system responses, creating explanations for data rep-
resentation, and creating explanations that produce 
systems. Works such as LIME (Ribeiro et al, 2016) 
produce explainability of the first type mentioned 
above. An example of the performance of LIME can 
be seen in Figure 2.

3.	 Privacy and ethics

As noted in the Ethical Guidelines for Trusted AI, “AI 
systems must ensure privacy and data protection 
throughout the life cycle of a system.” This aspect is 
based on the relationship between AI algorithms and 
society, as it is necessary to address the effect of the 
algorithm on society, its social implications, and what 
the algorithm does with the data it can access. Our 
multimedia consumption, Internet interaction, clinical 
records, and financial transactions are some of the 
many types of information that are periodically co-
llected and stored. This data collection takes place on 
our mobile devices and personal computers, making 
it inherently distributed and sensitive in nature. Such 
private data is used for a variety of AI applications. 
Most of the time, this data is uploaded to centralized 
locations in raw format for AI algorithms to extract 
patterns and create models from it. This way of wor-
king is an obvious threat to users’ privacy, so AI me-
thods that take data privacy into consideration are of 
utmost importance (Azmoodeh et al, 2019). 

One possible solution to respect the privacy of data 
collected on different devices is to develop algo-
rithms on the edge (Shi et at, 2016), avoiding the 
transfer of sensitive data to the cloud. Even in the 
case of data that still needs to be processed re-
motely, on the edge devices can be used to discard 
personally identifiable information prior to data 

transfer, thus improving user privacy and security. 
In addition, decentralization can make systems more 
robust by providing transient services during a ne-
twork failure or cyberattack (also related to system 
robustness). Learning on the edge may be particu-
larly interesting for autonomous vehicles, because 

given the highly dynamic and real-time nature of 
driving, these vehicles must react to changes in the 
environment around them, regardless of the con-
nectivity the car has at any given time. This is why 
learning on the edge can provide a more robust and 
adaptive paradigm.

There is other recent work focusing on privacy-pre-
serving machine learning, including significant ad-
vances in secure multiparty computation (Riazi  et al, 
2018), homomorphic encryption (Sun et al, 2018), 
differential privacy (Yang et al, 2018), and federa-
ted learning (Kairouz et al, 2021). Efforts are being 
made to combine these approaches to achieve more 
robust models in terms of security, faster runtime 
or improved generalization performance. Another 
approach that allows data sharing while preserving 
privacy is to generate artificial data using original 
data as seeds. Data generation can be used to pro-
duce synthetic or semi-synthetic datasets that inhe-
rit features from the original. These methods allow 
maintaining the information of interest with high 
correlation to the original and eliminating sensitive 
information to be protected.

Recent research has shown that various private at-
tributes of users (such as political affiliation, sex-
ual orientation, and gender) can be inferred from 
user data to predict user preferences, make recom-
mendations, and place targeted advertisements. It 

Figure 2. Explanation of individual predictions. A model predicts that a patient has the flu, and LIME detects the symptoms in 
the patient’s history that led to the prediction (sneezing and headache). Source: Ribeiro et al.
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is also interesting to address the problem of algo-
rithmic fairness in machine learning (Corbett-Davies 

et al, 2017). It has been documented that machine 
learning algorithms can behave very differently for 
different groups, e.g., minorities, race, or gender, 
depending on how these groups are represented in 
the training set. Many definitions of fairness have 
been introduced in the literature, most of which 
require the final model to behave statistically sim-
ilarly; e.g., having an equal true positive rate for 
all protected groups, equal accuracy, etc. Although 
the general concept of fairness is relevant to any 
machine learning algorithm, only classification and 
regression tasks have been analyzed theoretically. 
It is still necessary to work on a general fairness 
framework and a set of algorithms to (a) prevent 
unfair treatment in different machine learning tasks 
such as classification, recommendation algorithms, 
clustering and (b) techniques to diagnose possible 
unfair biases in existing systems.

4.	 Sustainability

In recent years, the use of cloud computing has be-
come popular for advanced computations that often 
require the most sophisticated deep learning models. 
However, according to Greenpeace, cloud computing 
sites can consume up to 622.6 billion kilowatts per 
hour, consuming an estimated 1-2% of the world’s 
electrical resources (Cook, 2011). As a result, the 
field of green AI is gaining interest (Schwartz  et al, 
2020). This term refers to AI research that is more 
environmentally friendly and inclusive, not only by 
producing novel results without increasing computa-
tional cost, but also by ensuring that any researcher 
with a laptop has the opportunity to perform high 
quality research without the need to use cloud ser-
vers (with the economic cost involved). More clas-
sical AI research (sometimes referred to as red AI) 
aims to obtain state-of-the-art results at the expen-
se of using massive computational resources, usually 
through a huge amount of training data and nume-
rous experiments. 

Efficient machine learning approaches (especially 
deep learning) are starting to receive attention from 
the scientific community. The problem is that, most 
of the time, the motivation for these works is not to 
achieve green AI, but to make models that can work 
on very small devices. Therefore, the AI community 
needs to be encouraged to recognize the value of 
the work of researchers who take a different path, 
optimizing for efficiency rather than just accuracy.

Edge computing is a promising approach to address 
the sustainability of AI models, which refers to com-
putations being performed as close as possible to 
data sources, rather than in remote and distant lo-

cations (such as cloud servers). Recent studies have 
shown that a fully distributed architecture consu-
mes 14% to 25% less energy than fully centralized 
and partially distributed architectures (Ahvar  et al, 
2019), as a result of not using cloud servers and 
large cooling systems. According to a report by in-
formation and communications technology research 
firm Gartner11, while most data today is created and 
processed within centralized data centers, by 2025 
about 75% of data will need analysis and action on 
the edge.

The sustainability of AI is directly related to the Sus-
tainable Development Goals (SDGs) defined by the 
United Nations12 and the European Union’s Green 
Deal principles13. In particular, the sustainability of 
algorithms is in line with SDG 12: achieving more 
responsible production and consumption.

CONCLUSIONS

This article has traced the history of Artificial Inte-
lligence and its ability to transform the world. Al-
though its birth dates back to the middle of the last 
century, it is only now that the factors that make AI 
the key factor in the so-called fourth Industrial Revo-
lution have come together: a significant increase in 
the computational capabilities of computers and the 
emergence of the Big Data phenomenon.

In recent years we have witnessed the most specta-
cular advances in AI, with outstanding applications 
in fields such as medicine, finance, industry and law.

However, AI still has many challenges to meet, and 
the next few years are expected to bring even more 
impressive developments. One of the biggest chal-
lenges is making AI ethical and trustworthy. There are 
more and more intelligent systems making decisions 
that affect our lives, so it is of utmost importance 
to ensure that these systems are robust, transparent 
and fair. On the other hand, and due to the trend of 
using increasingly large and complex computational 
models, there is growing concern about the energy 
resources consumed by AI algorithms. This is why 
another challenge for AI is to achieve increasingly 
sustainable and inclusive models.

11	 https://www.gartner.com/smarterwithgartner/
what-edge-computing-means-for-infrastructure-and-op-
erations-leaders/

12	  https://sdgs.un.org/goals

13	 h t t p s: / /ec .europa.eu / in fo /s t ra tegy /pr ior i -
ties-2019-2024/european-green-deal_en
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