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1 Introduction

Berger, Bernardo and Sun’s thought-provoking paper offeBayesian resolution to the difficult philo-
sophical problem raised by inductive inference. In a ndtstie philosophical problem plaguing inductive
inference is that no finite number of past occurrences of antesan prove its continuing occurrence in
the future. It is thus natural to seek probabilistic reaasoe for our instinctive feeling that an event re-
peatedly observed in the past must be more likely to recur #8maevent that happened only infrequently.
Consequently, as the authors note, the “rule of successind’the “natural law of induction” have en-
gaged the attention of philosophers, scientists, mathelaas and statisticians for centuries. And rightly
so because—despite philosophical qualms about inductsmierce cannot progress without inductive in-
ferences. The vintage of the induction problem testifiesstalifficulty and the pervasiveness of inductive
inferences in science reinforces our ongoing efforts tengithen its underlying logic and fortify its foun-
dations through statistical reasoning. These circumstnecessitate diverse approaches to establish a
rigorously justifiable framework for inductive inference.

Berger et al. have made a sophisticated contribution toiti@iure on rigorously justifying inductive
inference, and they have innovatively illuminated an iflieus path blazed by none other than Laplace
himself. At the risk of appearing mean-spirited, my main ptaint with their solution is the technical
virtuosity demanded by their methodology. The mathembticaplexities of finding a reference prior are
daunting enough to dissuade all but the most lion-heartedmituring on the search. Given the importance
of the problem that Berger et al. address, it may be wortreatbidredge up an existing solution that seems
to be unknown in the statistics literature. In that spiritill discuss an alternative approach that produces
one of the key results that Berger et al. derive through tleé@rence prior. My approach has the merit of
being considerably simpler and more flexible at the expehgessibly not satisfying all the four desiderata
listed in Bernardo (2005) 7]) for objective posteriors, but it does quickly produce atcal result in Berger
et al. and offers insights into the value of additional regions—an issue that lies at the heart of inductive
inference and scientific inquiry. First a few thoughts onrilevance of replications to the topic at hand.
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2 Inductive inference and replications

Bernardo (1979) {]) defines a reference posterior in terms of limiting op@mdicarried out on the amount
of information about the unknown parameter, obtained frarccessive independergplications of an
experiment. Bernardo’s definition of reference priors tigtoreplications resonates well with a key guiding
principle of good scientific research. Replications aretikart and soul of rigorous scientific work—
findings that are replicated independently by investigabocrease our confidence in the results (Cohen
1990 (H])). Thus, replications play a fundamental role both in thatmematical definition of a reference
posterior and in the scientific process. Clearly, replaraiare intimately related to inductive inference. It
would thus seem conceptually attractive, if, as a by-prodiimodifying the Laplace Rule of Succession
to strengthen its logical basis, we are also able to figurétmubptimal informational role of replications.

3 Improving the Laplace rule of succession

Using areference prior: The solution proposed by Berger et al. to the limitationshefltaplace Rule
of succession is displayed in equations (20) and (27) of treger. Using their notation, the authors’ result

is that:
n+1/2

7"'u(En) = nt 1 (1)

which yields faster convergence to unity than the Laplacke Rlihe Laplace Rule yields the probability
mu(Ey) = Z—i; To obtain equationl)), Berger et al. use a hypergeometric model (equation (4heir t
paper) together with the reference prior shown in equati@) ¢f their paper. Equation (13) is obtained by
using the Jeffreys prior (equation (12) in Berger et al.)anjanction with an asymptotic argument which is
justified on the basis of exchangeability, as the authore Baewn elsewhere. Their logic is sophisticated
and beautiful but the price paid for such beauty is that tkaltent derivations are arduous. Indeed, Berger
and Bernardo (1992)1]) themselves admit that the general reference prior metisdagipically very hard

to implement.” Under these circumstances, perhaps thelsdar a simpler approach is defensible and
meritorious of some attention.

Using a beta prior: In Raman (1994) ({]), | show that the following rule of succession generalitres
Laplace Rule. Suppose thats the probability that a scientific theory is true, and asstinat the prior for
pisBe(p| «, 8); if we subsequently obtaim' confirmations of the theory, then, using the notatiQqF,, )
to suggest its beta-binomial roots, the probability of obisw an additional confirmation is given by,

a+n

bnlBn) = o Gn

)
Equation @) follows easily from a result in DeGroot (1975], p. 265) guaranteeing equivalence of
the sequential updating &e(p | o, 3) with the updating oBe(p | a, 3), conditional on having observed

w__n

n” successes. The Jeffreys pripfp) = % \/ﬁ 0 < p < 1, is a special case resulting from the choice
p{l—=p

a = (3 = 1 in the priorBe(p| «, 3). For that choice of prior, equatio@)reduces to the equation (20) of
the Berger et al. paper:

n+1/2

Fora=(=1/2, by (En) = 1
n

3)

Polya (1954) (f]) recommends a number of properties that an “inductiotifjusg” rule ought to
have—and the beta-binomial rule (equati@hdbove) exhibits those desiderata.

Using a general prior, not necessarily beta: It would be natural to object that the above deriva-
tion is driven by a specific prior—the Beta distribution. Hawer, in Raman (2000) ]), | show that a
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generalized rule of succession can be obtained for a getlasal of priors which includes the Beta distri-
bution as a special case. The generalized rule of successioes as special cases, the original Laplace
Rule, the Beta-Binomial rule and the rule derived in Bergealethrough a reference prior. The exact
result is the following: ifg(p) is a prior density function with a convergent Maclaurin seniepresentation
g(p) ~ > ,~0aip’, then, using the notation, to denote the rule of succession under this general prior

density,
t+14+n
n = it 4
g ;a 1+2+n (4)

As special cases,y = 1, a; = 0,7 > 1, yields the Laplace rule of succession, the choice;ds the
coefficients in a power-series expansioBefp | «, 5) results in the beta-binomial rule, which includes, as
a special case, the rule of succession for the Jeffreys’ gedved in Berger et al. through a reference prior.
Clearly,g,, may be viewed as a linear combination of beta-binomial rofesiccession or, with equal right,
as a linear combination of Laplacian rules of succession.

From an applied perspective, the Beta density’s flexibditg tractability make it an attractive choice for
a prior; from a theoretical perspective, the above restlisvghat it suffices for the purpose of generating
a more plausible rule of succession than the Laplacian amié, in fact, yields results that are identical to
Berger et al. Finally, although | do not delve into the topérdy the Beta prior permits derivation of an
adaptive controller that shows the value of performing aditaahal replication as a function of our prior
beliefs about the theory, the accumulated evidence in faf/tire theory, the precision deemed necessary
and the cost of the replication (Raman 1994])([

Using the Jeffreys’ reference prior in Berger et al.: | should remark on the following property of
the Jeffreys’ reference prior which appears somewhat odaetoWhenN = 1, it assigns a probability of
0.50, for R, which makes sense. Furthermore,s— oo, the probabilityr,.(R| N) for R = N, tends
to 0 —a result which is attractive. However a&§increases, at intermediate valuesof the behavior of
(R | N) is somewhat odd foR = N. Let me explain.
Consider equation (13) in Berger et al.
I'R+3H)I'(N-R+1)

1
m (R|N) = ~ TR TN R+ s Re{0,1,...,N}, (13)

SoR = N implies
I(N +3)T(E)
I'(N +1)

Consider the behavior of the above functionfagrows large. The first derivative of.(N | N) is a
complicated expression involving the polygamma functhart,if we plotz,.(N | N) as a function of N,
then we obtain insights. Plotting the function in Mathermatas a function ofV (see Figurel), we find
thatr,. (N | N) at first drops very steeply but that the rate of decline slomgrddramatically forV > 20.
For example, fodl00 < N < 200, the probability drops from.056 at N = 100 to 0.039 at N = 200.

Thusm,. (N | N) is insensitive to new information for large but finite valwésV, which is the case that
would be of greatest pragmatic interest in scientific thelesting. It would be useful if the authors could
comment on the significance of this property for natural otgtun.

1
WT(R|N):;

4 Conclusion

My thoughts on the elegant analysis of Berger et al. are didyean entirely applied perspective. Conse-
guently, | seek the most parsimonious and mathematicaltyable route to model-building. The alternative
approach | have described lacks the technical sophisiitathd mathematical rigor of the authors’ refer-
ence prior approach—its primary justification is its easeisd and pliability at addressing a broader set
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Figure 1. .(N | N) as a function of N.

of issues (such as the development of an optimal contraléatance the tradeoffs involved in replicat-
ing experiments). | realize that these broader issues areauessarily relevant to the authors—but even
so, | would argue that the authors may benefit from thinkingualhow reference priors can address these
guestions better than my naive approach based on a matbealigatonvenient family of conjugate priors,
because their reflection on the applied concerns | havedraseald lead to new results that would broaden
the scope and scientific impact of reference priors on rebees across multiple disciplines.

In conclusion, | applaud the authors for their innovativelagation of a powerful new technique to an

important and vexing problem of ancient vintage, and hop¢ sbme of their future work on reference
priors makes the methodology less mysterious, therebgmhisgting their ideas to a wider audience and
paving the way for new applications based on referencegrior
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